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Abstract
This paper discusses a simulation theory with learning agents which is serving as a formal specification to guide the development of GALATEA, a multi-agent simulation platform. We have extended an existing simulation language: GLIDER, with abstractions to model systems where autonomous entities (agents) perceive and act upon their environments. We are now applying it to the study of multi-agent systems. In particular, an implementation on Biocomplexity [1] is briefly discussed in the paper. We also show how an Inductive Logic Programming system can be used to learn rules in a representation very close to the one used to guide the simulation in the biocomplex system. This establishes the feasibility of embedding (resource-bounded) learners as agents that take part in simulating a complex system, as defined by the theory.

1. INTRODUCTION
This paper discusses a multi-agent simulation theory which is serving as a formal specification to guide the development of GALATEA, a multi-agent simulation platform [2] [3] [10] [11] [12].

We started by extending existing an simulation language: GLIDER [6] [7] [8], with abstractions to model systems where autonomous entities (agents) perceive and act upon their environments. Those abstractions are based on the simulation theory and provide the semantics for a new family of multi-agent, simulation languages.

For mathematicians, a theory is “A collection of propositions to illustrate the principles of a subject” (Oxford Dictionary). In the more accepted simulation theory [2], one finds a general explanation of what a system is, its components and its transitions rules, stated all as a collection of formalized, mathematical propositions. The goal of [2] and the others with that formalization (.ibid), besides supporting the explanations that are expected from a theory, was to provide the developers of systems simulators with a specification that says what a simulator must do and how it must behave to simulate a system.

The multi-agent system simulation theory discussed in this paper has exactly those purposes and is specified with similar style. This theory has served as the basic specification for the computing simulation platform GALATEA [3] [2] [10] [11] [12].

The papers is organized as follows: The section 2 briefly describes the basic simulation framework: GLIDER. The section 3 offers a review of Feber and Müller’s multi-agent theory [13] (hereafter F&M). In section 4 we present an abstract machine as the specification of a learning agent type and briefly explain how this specification has been integrated into the multi-agent simulation theory. We also develop, in section 5 the mathematical description of a multi-agent, rational system which serves as the specification for the simulation platform. In section 6 we sketch an example from the domain of Biocomplexity in which GALATEA has been used to model a system in which human and natural dynamics are combined. The final section 7 presents a learning experiment, in which an agent learns its rules of behaviour out of a simulated history of the system (an some auxiliary concepts).

2. A BRIEFING ON GLIDER
In GLIDER a system is conceived as a structured collection of objects that exchange messages. Such message exchange and processing is closely related to the scheduling and occurrence of events as in DEV5 [9]. Modelling a system (for simulation purposes) amounts to write a code describing a network of nodes. Those nodes state the behaviours of the objects in the system and how, when and with which they exchange messages. GLIDER offers to the modeller a set of node types (Gate, Line, Input, Decision, Exit and Resources give its name to the language, but there are others) which the modeller instantiates to represent the objects she wants to simulate.

In GALATEA, we have enriched GLIDER semantics to accommodate the description of agents. Agents correspond to those entities in the modelled system that can perceive their environment, have goals and beliefs and act, according to those beliefs, to achieve those goals, presumably changing the environment in the process.

This enriching of GLIDER required more than an additional set of language elements. We had to extend its cur-
rent simulation framework to include the behaviour of new, specialized objects: the agents. We aim to have a family of languages, supported by a unique computing platform, to model and simulate multi-agent systems. Languages of diverse nature (ranging from procedural, object-oriented, network-oriented to logic-based languages [14] [15]) are, we believe, an important contribution to a multi-disciplinary approach for modelling and simulation, especially when they are mapped against the same explanatory device: a common theory.

3. A THEORY OF INFLUENCES AND REACTIONS

In [13] F&M present a theory of multi-agent systems. They describe dynamics systems with a sort of enhanced state in which the universe being modelled is described via two types of “state components”: influences and environmental variables. The later correspond to what is commonly known as state variables. Whereas influences are “what comes from inside the agents and are attempts to modify a course of events that would have taken place otherwise” [13] (p73). The influence concept in the theory of F&M allows to describe the concurrence of events and the transition of states.

F&M declare that their model of action relies on three main concepts:

1. A distinction between influences and reactions, to deal with simultaneous actions.
2. A decomposition of a whole system dynamics, $\delta$, into two parts: the dynamics of the environment ($\sigma$, the environmental state) and the dynamics of the agents situated in this environment ($\gamma$, the set of all their influences). $\Sigma$ is the set of all the possible environmental states and $\Gamma$ is the set of all the possible sets of influences, with $\gamma \in \Gamma$ and $\sigma \in \Sigma$.
3. A description of the different dynamics by abstract state machines, which we use in the specification of the operational semantics of the languages illustrated in section 4. Typically, an agent is characterized as tuple of attributes and functions. Similarly, a whole system is also characterized as a tuple (that includes its agents’ tuples) and a set of transformation functions.

In the work presented here, we are taking on F&M’s notions of influences and reactions and their proposal to describe dynamical systems via that enhanced state. However, we drop the use of operators and modify and extend their theory so that laws can be used as influence generators. With this movement, we also establish the base for an operational semantics for our simulation languages.

To illustrate the expressive power of influences, F&M adapt a classical work on agent technology to their theory. This work is Genesereth and Nilson’s, G&N, hierarchy of agent’s architectures [16]. In that work, G&N offered a description of a hierarchy of agent architectures ranging from a non-rational, purely reactive TROPISTIC agent to a rational, DELIBERATIVE agent, via HYSTERETIC agents which are the first type of agent in the hierarchy with an internal, “mental” state. Each type of agent is, again, modelled as a tuple which includes a number of transforming functions. The whole hierarchy from G&N, enhanced with F&M’s operators and our REACTIVE AND RATIONAL agent is displayed in figure 1; the elements of this description are:

- $S_o$: The set of states the agent may be in.
- $P_o$: Partial descriptions of the environment.
- Actions: The set of actions the agent might perform.
- Knowledge and InternalS: The set of possible internal states the agent may be in.
- Perception: The agent sensory function.
- Effector and Decision: These functions encode the agent’s action-selection mechanism which decides the action the agent will execute.
- Memory: This function encodes the agent assimilation mechanism by means of which it updates its knowledge base, with information from the environment (including the feedback obtained when the actions are tried).

### Agent type specification

<table>
<thead>
<tr>
<th>Main features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>REACTIVE AND RATIONAL</td>
<td>$(S_o, P_o, Knowledge, Actions, Perception, Memory, Decision)$</td>
</tr>
<tr>
<td>HYSTERETIC</td>
<td>$(S_o, P_o, InternalS, Actions, Perception, Decision)$</td>
</tr>
<tr>
<td>TROPISTIC</td>
<td>$(S_o, P_o, Actions, Perception, Effector)$</td>
</tr>
<tr>
<td>OPERATOR OR COMPONENT</td>
<td>$(S_o, P_o, Actions, Effector)$</td>
</tr>
</tbody>
</table>

Figure 1. The extended hierarchy of agent types
4. OUR REACTIVE AND RATIONAL AGENT

We now describe an agent as a 7-tuple which subsumes the one at the top of that hierarchy:

\[
\langle P_a, K_a, G_a, \text{Perception}_a, \\
\quad \text{Update}_a, \text{Planning}_a, \text{Learning}_a \rangle
\]  

(1)

where \(P_a\) and \(\text{Perception}_a\) are the percept’s domain and the perception function explained below. The set \(K_a\) and \(G_a\) roughly correspond to \(S_a\) above. We want to state that a rational agent has a knowledge base, \(K_a\), and a set of goals, \(G_a\), that, together, characterize its internal state. \(\text{Update}_a : \mathcal{X} \times P_a \times K_a \rightarrow K_a\) takes the place of \(\text{Memory}_a\) in the memorization mechanism but it now has to ensure that the addition of new information preserves the internal structure of the knowledge base (and its consistency) because \(K_a\) is a collection of logical formulae with a well-defined syntax and semantics. Similarly, \(\text{Planning}_a : \mathcal{X} \times \mathcal{R} \times K_a \times G_a \rightarrow G_a \times \Gamma\), substitutes the function \(\text{Decision}_a\) and, instead of just producing influences from the internal state, the new reasoning function derives new goals and influences, taking into account the previous goals and the knowledge base. Notice that both \(\text{Update}_a\) and \(\text{Planning}_a\) introduce an argument (with domain \(\mathcal{X}\), the set of all the possible time points) to indicate the time at which each process (updating and planning) takes place. The introduction of explicit time is another major change in our proposal with respect to F&M (and G&N). Planning also include \(r \in \mathcal{R}\) where \(\mathcal{R}\) is the set of possible bounds for reason time.

With \(\text{Planning}_a\), we want to model the process by which an agent derives, from a set of high level goals, a set of lower level goals, some of which are actions that can be tried for execution. This view of an agent reducing goals to sub-goals has been studied in [17] in the context of agents in logic programming. This agent model also specifies a way to deal with the problem of bounded rationality. It basically says that an agent must interleave reasoning and acting, so there must exist time (or space) bounds for the reasoning and, then, it may be that the agent acts with no-completely-refined reasons. We mark that limit with a resource (time or memory space) counter. For this, the agent machine is regarded as resource bounded.

\(\text{Learning}_a\) is a function which produces new, possibly partially refined, rules to be added to \(K_a\). We explore possible ways to implement this function towards the end of this paper.

Following F&M, we characterize an agent \(a\) with a mathematical function \(\text{Behaviour}_a : \mathcal{X} \times \mathcal{R} \times K_a \times G_a \times \Gamma \rightarrow K_a \times G_a \times \Gamma\) that maps the resource limits for reasoning, the agent internal state and the set of influences to a new internal state and a set of influences produced by this agent. Unlike, F&M, our agent internal state contains a knowledge base and a set of goals, as we described above.

The behaviour of that state-machine can be compactly described as follows:

\[
\begin{align*}
\langle k''_a, g''_a, \gamma'_a \rangle &= \text{Behaviour}_a(t, r_a, k_a, g_a, \gamma) \quad \text{if} \\
\langle k'_a, \text{exm, rul} \rangle &= \text{Critics}_a(\text{Update}_a(t, \text{Perception}_a(\gamma), k_a)) \\
k''_a &= \text{Learning}_a(k'_a, \text{examples, rules}) \\
\langle \gamma'_a, g''_a \rangle &= \text{Planning}_a(t, r_a, k'_a, g_a)
\end{align*}
\]

(2)

where

- \(t \in \mathcal{X}\): Current simulation time
- \(r_a \in \mathcal{R}\): Bound for reasoning time
- \(k_a \in K_a, g_a \in G_a\): Knowledge, goals
- \(\gamma \in \Gamma\): Influences history
- \(\text{exm}\): (negative) examples for a learning experiment. These examples correspond to goals whose associated actions have failed
- \(\text{rul}\): Rules to be revisited, which correspond to those goals with failing actions
- \(\text{Update}_a\): Update percepts observed by agent \(a\)
- \(\text{Perception}_a\): A function to process the feedback on actions’ executions and identify rules and examples for a learning task

Note that \(\gamma\) in \(\text{Update}_a\) may include (and normally does) “observational actions” by means of which the agent has access to state’s variables (e.g. \text{obs}(\text{var}(P, t))\), the agent observes the value of var as \(P\) at \(t\).

The \(\text{Learning}_a\) function can be specified by means of generalization and specialization operators applied to the knowledge base after the update to yield \(k'\).

A theory generalization operator \(\gamma_{P,G}\), employing the clausal generalization refinement operator \(\rho_G\), could be defined as follows [18]:

\[
\gamma_{P,G}(K) = \{K - \{r\} \cup \{r'\} | r' \in \rho_G(r) \land r \in K \land r' \in L_h\}
\]

(3)

Similarly, a theory specialization operator \(\gamma_{P,S}\), employing the clausal specialization operator \(\rho_S\), could be defined as follows:

\[
\gamma_{P,S}(K) = \{K - \{r\} \cup \{r'\} | r' \in \rho_S(r) \land r \in K \land r' \in L_h\}
\]

(4)

where \(K\) is a knowledge base, or theory, to be revised, \(r\) and \(r'\) represent rules and \(L_h\) is the language from which those rules are written.

To implement these operators into the agent architecture, one could attempt to embed an existing ILP [18] system, such as PROGOL [19] [20], as we explain in the following sections.
5. A MULTI-AGENT RATIONAL SYSTEM (MARS): A SPECIFICATION FOR A SIMULATION LANGUAGE

Up until now, we have been describing one agent. To specify the behaviour of a multi-agent system, we need to define the functions that account for the evolution of the whole system dynamics. Let us, therefore, define Evolution:\( S \times S \times \Sigma \times \Gamma \rightarrow \tau \) and Cycle:\( S \times S \times \Sigma \times \Gamma \rightarrow S \times S \times \Sigma \times \Gamma \), the same kind of functions introduced by F&M, but each one with a new argument representing time; where \( S \) represents the set of all the possible mental states of all the agents.

\[
\text{Evolution}(t, < s_1, s_2, \ldots, s_n >, \sigma, \gamma) = \text{Evolution}(\text{Cycle}(< s_1, s_2, \ldots, s_n >, t, \sigma, \gamma)) \quad (5)
\]

\[
s_a = < k_a, g_a > \quad (6)
\]

Cycle, the function that steps from one global situation into the next, is defined as:

\[
< t', < s'_1, s'_2, \ldots, s'_n >, \sigma', \gamma' > = \text{Cycle}(< s_1, s_2, \ldots, s_n >, t, \sigma, \gamma) \quad (7)
\]

\[
< \sigma', \gamma > = \text{React}(\Lambda, \beta, t, \sigma, \gamma \cup a \gamma_a) \quad (8)
\]

in which the newly introduced symbols are explained as follows:

- \( t \): Current time.
- \( s_a \): Agent \( a \)'s internal state.
- \( \sigma \): System “static” state: The environmental variables.
- \( \gamma \): Set of previous influences on the environment.
- \( \gamma_a \): Set of Agent \( a \)'s new influences.
- \( \Lambda \): The laws of the system.
- \( \beta \): Background knowledge that supports the description of the system.

This description of the system must also include the equations:

\[
\Lambda = \text{Select}(\text{Network}, \xi) \quad (9)
\]

\[
\xi = \text{NextEvent}(\gamma) \quad (10)
\]

\[
i' = \text{TimeOf}(\xi) \quad (11)
\]

\[
\beta = \text{Interpret}(\text{InitDecl}) \quad (12)
\]

where,

- \( \text{Select} \) represents the process that extracts the laws of the system from the code provided by the modeller in the \text{NETWORK} section of a GALATEA model (illustrated in the last section within the example).

- \( \text{NextEvent} \) obtains the next event that will occur in the system from the list of influences. \( \text{TimeOf} \) produces the time of that event. And \( \text{Interpret} \), like \( \text{Select} \), represents an interpreter that extracts background knowledge and initial settings of variables from the code that the modeller creates (also shown with the example).

On that brief description of an reactive and rational agent and a modified \text{React} function, we can build the mathematical description of a system populated by many of such agents. We only need to connect \text{React} with the \text{Behaviour} function for each agent, as follows:

\[
< \sigma', \gamma > = \text{React}(\Lambda, \beta, t, \sigma, \gamma \cup a \gamma_a) \quad (13)
\]

\[
< s'_a, \gamma_a > = \text{Behaviour}_a(t, t_a, k_a, g_a, \gamma) \quad (14)
\]

where, in turn, \( s'_a \) is an abbreviation of \( < k'_a, g'_a > \), the knowledge base and goals of agent \( a \). This links the influences from the agents’ behaviour to the reaction of the environment and completes the definition of the multi-agent system.

GALATEA already supports MARS models, except for the learning function, which is being explored as we explain in section[7]. Therefore, we are not far from a fully functional simulation platform with learning agents. What follows is an example in which GALATEA is used to simulate a model of the combined human-nature biocomplexity of a land-use, land-cover change system.

6. AN EXAMPLE: AGENT MODELLING OF A FOREST RESERVE

What follows is the basic layout of a GALATEA simulation model of a multi-agent system coupled with a natural dynamics.

The model here described is an outcome of the project Biocomplexity: Integrating Models of Natural and Human Dynamics in Forest Landscapes Across Scales and Cultures (http://www.geog.unt.edu/biocomplexity). It aims to model and simulate land use and changes in vegetation cover as a consequence of human actions.

As it has been explained in[21][22], we have been devising a collection of toy models to cater for 1) the human dynamics, using the set of conceptual tools and data structures provided by GALATEA and 2) the environmental dynamics, by integrating a cellular automaton from the SpaSim [23][24] library into the actual simulator of a forest reserve. The data structures of GALATEA provide for the representation of the agents’ goals, beliefs and observations, and, also, for a reasoning engine to deduce actions for each agent, according to its circumstances.

The simplified model considers several instances of “settler” agents and a lumber “concessionary” agent. For the sake of space, we will only consider here the behaviours of the first. For a complete account the reader is referred to[21].

The settler agent rules of behaviour can be put as shown in figure[2]. The settlers are people of limited economical resources that arrive at the reserve aiming to improve their eco-
NETWORK
LANDSCAPE (A) :: // SpaSim's invocation code
AGENTS
Settler (AGENT) ::
GOALS
if supervised then go_elsewhere;
if not(occupied_land), not(supervised), abandoned_land
then settle_down_with_strategy_1;
if not(occupied_land), not(supervised),
land_is_forest_without_timber
then settle_down_with_strategy_2;
if not(occupied_land), not(supervised),
land_is_forest_with_timber
then settle_down_with_strategy_3;
if land_does_not_produce,
not(occupied_land_next)
then expand;
BELIEFS
 to settle_down_with_strategy_1 do move_in;
 to settle_down_with_strategy_2 do move_in, cut;
 to settle_down_with_strategy_3 do move_in,
cut, sale_wood;
INTERFACE
// Code to explain the effects of the agents’
// actions on the environment.
INIT
// Initiation services.
time_step := 10;
ACT(LANDSCAPE, 0);
DECL
// Instructions to declare the data structures
// including those based on the SpaSim library
END.

Figure 2. Partial view of the Caparo Model in GALATEA

nominal status and to get the property of the land that they get
to occupy. Initially they dedicated themselves to subsistence
agriculture: they just try to maximize the benefits from their
occupation of the area, without considering soil exhaustion
due to poor management practices, and without much regard
for ecological damage. After five years, the land loses its fer-
tility, and the settler must move to another available place (i.e.
an area not under government supervision) or expand his farm
by deforesting some adjacent land.

Figure 2 partially depicts a GALATEA model of this sys-
tem [22]. This is the normal layout of a simulation model
in GLIDER now enriched with a logic-based description for
each agent [14] [15].

Simulation results are portrayed as graphs (Figure 3) that
show the percentage of total forest area by each of the policy
scenarios (whose features are related to the behaviour of the
Government Agent: Agroforestry, Forestry, Hands-off) and
maps that show the spatial distribution of land-use types ob-
tained in each of the scenarios at each time step.

Figure 4 shows the final state of the Caparo Forest Reserve
for each policy scenario. Our theory allows for modularity
by means of a function $Behaviour_a$ for each agent but also a
conceptually higher modularity by distinguishing the agents
from the natural system of the forest reserve. Moreover, the
theory also prescribes a role for learning in the system: to
allow the agent to adapt themselves to their circumstances and
change their rules of behaviour.

Figure 3. Percentage of total forest area by each of the pol-
icy scenarios

Figure 4. Resulting maps at the end of the simulation for
each one of the policy scenarios

7. AGENTS THAT LEARN HOW TO BE-
HAVE

The simulation theory, presented above, allows for one step
further in the implementation of the GALATEA platform that,
not only simulates a system, but also helps to elicit knowledge
from the simulations.

We have done an exercise to prove the concept of a learning
agent, by employing an a already implemented learning sys-
tem: PROGOL [20]. This system implements a form of spe-
cialization and generalization operators based on inverse en-
tailment [19].

Let us depict a situation in which a “settler” agent is trying
to learn how to be successful in a simplified version of one of
the scenarios of the aforementioned biocomplex model. Figure 5 shows a fragment of the code provided to the learning system PROGOL as background knowledge. Notice that it corresponds to a simplified, partial history with the actions of 10 agents. Each action is described by a predicate with the name of the action and the performing agent and the time of execution as arguments, similar to the ones in the rules in figure 2.

Working from the following set of learning examples of the concept “being successful as a settler agent A at time T”, \( \text{successful}(A,T) \):

\[
\text{successful}(ag8,5). \\
\text{successful}(ag8,6). \\
\text{successful}(ag7,5). \\
\text{successful}(ag7,6). \\
\text{successful}(ag6,5). \\
\text{successful}(ag6,6). \\
\text{:- \text{successful}(ag0,5).} \\
\text{:- \text{successful}(ag9,5).} \\
\text{:- \text{successful}(ag1,5).} \\
\text{:- \text{successful}(ag2,5).} \\
\text{:- \text{successful}(ag3,5).} \\
\text{:- \text{successful}(ag4,5).} \\
\text{:- \text{successful}(ag5,5).}
\]

the Inductive logic programing engine PROGOL starts by producing the following outputs:

```
[Generalising successful(ag8,5).]
[Most specific clause is]

```

which says that an agent \( A \) is successful at time \( B \) if she settles down, plants, expands, sales and do cattle-raising in the order indicated by the \( =< \) conditions. This shows how the system is able to generalize from examples to rules, that will be checked to see if they cover (positive and not negative) teaching examples. The final outcome of the learning process looks like:

\[
\text{successful}(ag8,5). \\
\text{successful}(ag8,6). \\
\text{successful}(ag7,5). \\
\text{successful}(ag7,6). \\
\text{successful}(ag6,5). \\
\text{successful}(ag6,6). \\
\text{:- \text{successful}(ag0,5).} \\
\text{:- \text{successful}(ag9,5).} \\
\text{:- \text{successful}(ag1,5).} \\
\text{:- \text{successful}(ag2,5).} \\
\text{:- \text{successful}(ag3,5).} \\
\text{:- \text{successful}(ag4,5).} \\
\text{:- \text{successful}(ag5,5).}
\]

Figure 5. A simplified history in a MAS: Agents acting in a Forest Reserve. Which one is more successful?

---

\[\text{a} - \text{b} \text{ stands for not b, to annotate the negative examples}\]
which basically says that Agent A is successful at B if she sales at C and C is before or at B. Notice that this rule is produced after exploring many alternatives (60 nodes, or alternative rules, in this case) and choosing the one with the best evaluation score (not explained here for the lack of space, but related to the numbers accompanying the rules above).

The effect of negative examples is also meaningful, as shown by the following different output from an experiment with 9 positive examples, and the 7 negative examples above:

\[\text{[C:}-9999,3,10000,0 \text{ successful}(A,B) :- \text{ cattle}(A,C), \text{ cattle}(A,D).
\]
\[\text{[C:}-9999,3,10000,0 \text{ successful}(A,B) :- \text{ cattle}(A,C), \text{ cattle}(A,D).
\]
\[\text{[60 explored search nodes]}
\]
\[f=1, p=3, n=0, h=0
\]
\[\text{[Result of search is]}
\]
\[\text{successful}(A,B) :- \text{ sale}(A,C), C=<B.
\]
\[\text{[3 redundant clauses retracted]}
\]
\[\text{successful}(A,B) :-
\]
\[\text{ sale}(A,C), C=<B.
\]
\[\text{[Total number of clauses = 1]}
\]
\[\text{[Time taken 0.060s]}
\]

Notice that, in all cases, the learner agent does not produce a whole plan (a complete program) but only points to crucial actions or conditions. This is due to PROGOL learning strategy of maximal compression [20] and it is certainly not a constraint if one builds in the learner within the simulation system, as we intend to do. On the contrary, it could be an useful strategy for learners that have to face an enormous store of information in the (simulated) history of the system.

8 CONCLUSIONS

In this paper, we have described a mathematical theory that state what multi-agent systems are and how they evolve through time. This theory is being used as formal specification to guide the implementation of a multi-agent simulation platform that we have called GALATEA. We have completed the development of a platform that implements the theory and we are now applying it to the study of multi-agent systems.

We are exploring ways to extend the platform to allow for learning agents. We have shown how a ILP system can be used as a learning agent, in accord with the theory, to learn rules in a representation very close to the one used to simulate a multi-agent system. This establishes the feasibility of embedding (resource-bounded) learners as agents that take part in simulating a complex system.
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